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We can use multivariate geometric distribution to generalize the notion of geo-
metric random sum to the multidimensional case.

To date have been studied limit distributions, which approximate the geometric

sums in the form
L
∑

j=1

W (j), where W (j) =
(

W
(j)
1 , . . . , W

(j)
k

)

are independent iden-

tically distributed k-dimensional random vectors, L is a random variable having
geometric distribution; L and W (j) (j = 1, 2, . . . ) are independent. Note that the
number of terms will be the same for each component.

Let us consider the more general case. The number of random variables Lj (j =
1, . . . , k) will be different for each component, while values of Lj could be depen-

dent.
Multivariate geometric random sum is called a random vector sum of the form

S = (S1, . . . , Sk) =

(

L1
∑

j=1

W
(j)
1 , . . . ,

Lk
∑

j=1

W
(j)
k

)

, where Lm (m = 1, . . . , k) will be

defined below, W
(j)
m are independent random variables identically distributed for

each m having known characteristic function E exp(i tm Wm) = ϕm(tm); lastly Lm

and W
(j)
m are independent.

The vector L = (L1, . . . , Lk) is introduced by the following way. Let E = {ǫ}
be a set of k−dimensional indices ǫ = (ε1, . . . , εk) and each component of εm is 0
or 1; Em is a set of k−dimensional indices for which εm = 1; Nε are independent
geometrically distributed random variables with parameters pε. By definition, put
the value Lm = min

ε∈Em

{Nε}.

We show that the limit distributions of such sums by the corresponding normal-
ization can be:

- multivariate exponential distribution introduced by Marshall and Olkin;
- multivariate generalized Laplace distribution introduced earlier by author.
Let us define the marginally strictly geometric stable distribution as the distribu-

tion of vector R = (Z
1/α1

1 Y1, Z
1/α2

2 Y2, . . . , Z
1/αk

k Yk), where Ym are independent ran-
dom variables with strictly stable distributions with characteristic functions gm(θm)
and parameters αm, ηm, βm; Z = (Z1, . . . , Zk) is independent from Y1, ..., Yk, ran-
dom vector having the Marshall-Olkin multivariate exponential distribution.

Now let pε = λεp. Assume that ϕm(p1/αmθm) = 1+p ln gm(θm)+o(p) as p→ 0.

We have proved that the normalized vector

(

p1/α1

L1
∑

j=1

W
(1)
j , . . . , p1/αk

Lk
∑

j=1

W
(k)
j

)

converges weakly to R as p → 0, where R has the marginally strictly geometric

stable distribution.
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