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A linear statistic Fy, where F is an f × n matrix, is called linearly sufficient
for the Xb under the model M = {y,Xb, V }, if there exists a matrix A such that
AFy is the BLUE for Xb. In this talk we review some specific aspects of the linear
sufficiency and consider the relations of BLUE of the estimable parametric functions
under the linear model M and its transformed version {Fy, FXb, FV F ′}.
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