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Suppose we have a sample X1i,...,X,, of i.i.d. observations with distribution
function (df) F, and we are testing the composite hypothesis Hy : F € F, where
F is some family of distributions, against the alternative Hy : F ¢ F. Often the
class F is characterized by the same distribution of two statistics g1(Xy,...,X,)
and go2(X1,...,Xs).

Let us introduce two U-empirical df’s
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According to Glivenko-Cantelli theorem for U-empirical df’s, H}(¢) and H}(t) be-
come very close under Hy as n — oco. Consequently we can build the integral and
Kolmogorov type goodness-of-fit tests based on the difference of H!(t) and H}(t).

Consider as an example of this idea the famous Polya’s characterization [1]: If X

andY are i.i.d. centered random variables (rv’s), then the relation X 4 (X+Y)/V2
is valid iff X and Y are normal. Another example is the Shepp’s characterization [2]
of normality with zero mean by the equal distribution of rv’s X and nonlinear statis-
tic 2XY/v/X? +Y?2. We can construct the U—empirical goodness-of-fit statistics,
then study their limiting distributions, and calculate their Pitman and Bahadur ef-
ficiencies. There are plenty of characterizations for the exponential, Pareto, Cauchy,
arcsine, logistic, and other laws, and one can build and study corresponding tests
as well. Some of them turn out to be rather efficient.

Goodness-of-fit tests based on characterizations of distributions were proposed
by Yu. V. Linnik [3]. Due to technical difficulties, Linnik’s idea was implemented
only in last 10-15 years when the theory of U—empirical measures was sufficiently
elaborated. We present a survey of recent results on goodness-of-fit and symme-
try testing obtained by two small groups of researchers in Saint-Petersburg and
Belgrade.
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