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A generalized multivariate analysis of variance (GMANOVA) model proposed
by Potthoff and Roy [1] is one of statistical models suitable for a longitudinal data.
The matrix form of GMANOVA model is given by

Y ∼ Nn×p(AΞX ′,Σ⊗ In),

where Y is an n × p response variables matrix, A is an n × k between-individuals
explanatory variables matrix with the full rank k (< n), X is a p × q within-
individuals explanatory variables matrix with the full rank q (≤ p), and Ξ is a
k × q unknown regression coefficients matrix. It is a known fact that a maximum
likelihood estimator (MLE) of regression coefficients Ξ in the GMANOVA model is
defined as

Ξ̂ML = (A′A)−1A′Y S−1X(X ′S−1X)−1,

where S = Y ′{In − A(A′A)−1A′}Y/(n − k). However, if the dimension p is larger
than the sample size n, the MLE of Ξ cannot be defined because the inverse matrix
of S does not exist then. Hence, we avoid such an undesirable situation by the
following three methods:

(1) We ignore S−1. This is corresponding to the least square estimator (LS) of Ξ,
i.e.,

Ξ̂LS = (A′A)−1A′Y X(X ′X)−1.

(2) We replace S−1 with the inverse matrix of the ridge type estimator of S, i.e.,

Ξ̂R = (A′A)−1A′Y S−1

λ X(X ′S−1

λ X)−1,

where Sλ = S + λIp/(n− k) and λ = tr(S)/
√
p. This ridge type estimator of S

proposed by Srivastava and Kubokawa [2].

(3) We replace S−1 with the Moore-Penrose inverse of S, i.e.,

Ξ̂MP = (A′A)−1A′Y S+X(X ′S+X)−1.

An aim of this paper is to compare with above three estimators theoretically and
numerically when the dimension p is larger than the sample size n.
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