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Abstract

Ratio-cum-product and dual to ratio-cum-product estimators are compared by
simulation for stratified sampling design. The definition of dual variable presented
in Plikusas (2008) is used to define the dual variable for stratified sample design.

1 Introduction

The product ratio estimators using one dual auxiliary variable were introduced by Bandyopadhyay

(1980) and Srivenkataramana (1980).

Ratio type estimators that uses two auxiliary variables are also considered in the literature. These

estimators are defined for simple random sampling and can be effective when one auxiliary variable

is positively correlated and the other variable is negatively correlated with the study variable. The

ratio-cum-product estimator is presented in Singh (1969), and dual to ratio-cum-product estimator

in Singh et all (2005). In the paper Singh et all (2005) the dual to ratio-cum-product estimator is

considered for simple random sample without replacement.

The ratio estimators expressed as a weighted sum of some ratio and direct estimator are analyzed in

Singh (2000).

2 Ratio-cum-product estimator

2.1 Simple random sample case

Consider a finite population U = (u1, u2, ..., uN ) of N units. Let a sample s of size n be drawn from

this population by simple random sampling without replacements. Let yk represents the value of a

response variable y and two auxiliary variables x and z are available. The ratio and product estimators

are

t̂R =
t̂y

t̂x

tx, t̂P =
t̂y t̂z

tz

,

where

t̂y =
N

n

∑

k∈s

yk, t̂x =
N

n

∑

k∈s

xk, t̂z =
N

n

∑

k∈s

zk, tx =

N∑

k=1

xk, tz =

N∑

k=1

zk.

The ratio-cum-product estimator is defined as

t̂RP = t̂y

t̂z

t̂x

tx

tz

.



The approximate variances of the estimators t̂R, t̂P , t̂RP are

MSE(t̂R) = N2 1 − f

n
Ȳ 2

(
C2

y + C2

x(1 − 2Kyx)
)
,

MSE(t̂P ) = N2 1 − f

n
Ȳ 2

(
C2

y + C2

z (1 + 2Kyz)
)
,

MSE(t̂RP ) = N2 1 − f

n
Ȳ 2

(
C2

y + C2

z (1 + 2Kyz) + C2

x(1 − 2Kyx − 2Kzx)
)
,

where

f =
n

N
, Kyx = ρyxCy/Cx, Kzx = ρzxCz/Cx, Kyz = ρyzCy/Cz,

Cy =
sy

Ȳ
, s2

y =
1

N − 1

N∑

k=1

(yk − Ȳ )2, Ȳ =
1

N

N∑

k=1

yk,

ρyx =
syx

sysx

, syx =
1

N − 1

N∑

k=1

(yk − Ȳ )(xk − X̄),

Cx, Cz, ρyz, ρzx, X̄, Z̄ are defined analogously and respective to the subscripts used.

2.2 Stratified simple random sample case

Assume the population U consists of H strata: U = U1 ∪ . . . ∪ UH . The size of stratum Uh is Nh,

and the size of simple random sample sh in stratum Uh is nh, h = 1, . . . , H. The ratio and product

estimators are

t̂Rst =
t̂yxt

t̂xst

tx, t̂Pst =
t̂yst t̂zst

tz

,

where

t̂yst =

H∑

h=1

Nh

nh

∑

k∈sh

yk, t̂xst =

H∑

h=1

Nh

nh

∑

k∈sh

xk, t̂zst =

H∑

h=1

Nh

nh

∑

k∈sh

zk,

The ratio-cum-product estimator is defined as

t̂RPst = t̂yst

t̂zst

t̂xst

tx

tz

.

And the approximate variances of these estimators are

MSE(t̂Rst) =

H∑

h=1

N2

h

1 − fh

nh

Ȳ 2
(
C2

yh + C2

xh(1 − 2Kyxh)
)
,

MSE(t̂Pst) =

H∑

h=1

N2

h

1 − fh

nh

Ȳ 2
(
C2

yh + C2

zh(1 + 2Kzxh)
)
,

MSE(t̂RPst) =

H∑
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h
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Ȳ 2
(
C2

yh + C2

zh(1 + 2Kyzh) + C2

xh(1 − 2Kyxh − 2Kzxh)
)
,

where

f =
nh

Nh

, Kyxh = ρyxhCyh/Cxh, Kzxh = ρzxhCzh/Cxh, Kyzh = ρyzhCyh/Czh,

Cyh =
syh

Ȳ
, s2

yh =
1

Nh − 1

∑

k∈Uh

(yk − Ȳh)2, Ȳh =
1

Nh

∑

k∈Uh

yk, Ȳ =
1

N

N∑

k=1

yk,



ρxyh =
sxyh

sxhsyh

, sxyh =
1

Nh − 1

∑

k∈Uh

(yk − Ȳh)(xk − X̄h),

Estimators of the approximate variances are

M̂SE(t̂Rst) =

H∑

h=1

N2

h

1 − fh

nh

Ȳ 2
(
Ĉ2

yh + Ĉ2

xh(1 − 2K̂yxh)
)
,

M̂SE(t̂Pst) =

H∑

h=1

N2

h

1 − fh

nh

Ȳ 2
(
Ĉ2

yh + Ĉ2
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)
,

M̂SE(t̂RPst) =

H∑

h=1

N2

h

1 − fh

nh

Ȳ 2
(
Ĉ2

yh + Ĉ2

zh(1 + 2K̂yzh) + Ĉ2
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)
,

3 Dual to ratio-cum-product estimator

3.1 Simple random sample case

The dual variable for the improvement of ratio-type estimator was used by Bandyopadhyay (1980) and

Srivenkataramana (1980). An estimator with two auxiliary variables were considered by Singh et al

(2005).

Consider again simple random sampling of size n and introduce the linear transformation of the variables

x and z:

x∗

k = (1 + g)X̄ − gxk, z∗

k = (1 + g)Z̄ − gzk, for k = 1, . . . , N,

where g = n/(N − n). Then

x̄∗ = (1 + g)X̄ − gx̄, z̄∗ = (1 + g)Z̄ − gz̄

are unbiased estimators for X̄ and Z̄. It is easy to see that t∗x =
∑N

k=1
x∗

k = tx and t∗z =
∑N

k=1
z∗

k =

tz. Correlation coefficient between variables y and x∗, Corr(y, x∗) = −Corr(y, x) = −ρyx and

Corr(y, z∗) = −ρyz. The dual to ratio-cum-product estimator is

t̂∗RP = N ȳ
x̄∗

X̄

Z̄

z̄∗
.

The approximate variance of t̂∗RP is

MSE(t̂∗RP ) = N2 1 − f

n
Ȳ 2

(
C2

y + gC2

z (g + 2Kyz) + gC2

x(g − 2gKzx − 2Kyx)
)
,

It is shown in Singh et al (2005) that for 1 − g > 0 (N > 2n), t̂∗RP is more efficient than Horvitz-

Thompson estimator t̂y and ratio-cum-product estimator t̂RP when

1

2
g <

Kyxc2

x − Kyzc2

z

c2
x + c2

z − 2Kzxc2
x

<
1

2
(1 + g).

3.2 Stratified simple random sample case

Consider stratified simple random sampling of size nh in stratum Uh, denote gh = nh/(Nh − nh)

for h = 1, . . . , H. The dual transformation for stratified and arbitrary sampling design is defined in

Plikusas (2008).



Here we use the direct generalization of dual transformation, and define transformation of the auxiliary

variable x:

x∗

k = (1 + gh)X̄h − ghxk, for k ∈ Uh,

where X̄h = 1

Nh

∑
k∈Uh

xk. The transformation for the variable z are defined analogously. Note that
∑N

k=1
x∗

k =
∑N

k=1
xk = tx. The relation Corr(y, x∗) = −ρxy is not valid in the case of stratified

sample.

The dual to ratio-cum-product estimator is defined as

t̂∗RPst = t̂yst

t̂∗xst

tx

tz

t̂∗zst

,

where

t̂yst =

H∑

h=1

Nh

nh

∑

k∈sh

yk, and t̂∗xst =

H∑

h=1

Nh

nh

∑

k∈sh

x∗

k.

The approximate variance of dual to ratio-cum-product estimator is

MSE(t̂∗RPst) =

H∑

h=1

N2

h

1 − fh

nh

Ȳ 2
(
C2

yh + ghC2

zh(gh + 2Kyzh) + ghC2

xh(gh − 2ghKzxh − 2Kyxh)
)
,

And the estimator of the approximate variance

M̂SE(t̂∗RPst) =

H∑

h=1

N2

h

1 − fh

nh

Ȳ 2
(
Ĉ2

yh + ghĈ2

zh(gh + 2K̂yzh) + ghĈ2

xh(gh − 2ghK̂zxh − 2K̂yxh)
)
.

4 Simulation study

In this section some empirical study is presented to observe the behavior of the estimators in the case

of stratified simple random sample design. A real populations from some Lithuanian Enterprise survey

were used for the simulation. During the simulation study several populations were examined. It was

observed that for skewed populations, and big sampling fractions from strata, the product estimators

are not efficient. They are beaten by simple ratio estimator, despite the high correlation with both

variables.

It should be noted that both auxiliary variables initially are positively correlated with the study vari-

able. So, first of all we transform the variable z to dual, and consider the transformed variable as

given negatively correlated auxiliary variable. Below some results when product estimators performs

efficiently are presented.

Population I

y - An income of enterprise, x - Number of employees, z - Number of employees from another source

(dual variable).

N = 150, n = 50, ty = 30803297, tx = 11875, tz = 20433, C2

y = 0.7265, C2

x = 0.8539, C2

z = 0.0592,

ρyx = 0.9106, ρyz = −0.8999, ρzx = −0.9437.

Population II

y - An income of enterprise, x - Number of employees, z - Number of employees from another source



(dual variable).

N = 150, n = 50, ty = 24268559, tx = 8659, tz = 13581, C2

y = 1.0071, C2

x = 0.8025, C2

z = 0.0489,

ρyx = 0.9616, ρyz = −0.9243, ρzx = −0.9492.

These populations are stratified into three strata by the size of the variable x. The sample size in each

strata satisfies inequality 2nh < Nh and 100 samples were drawn.

Table 1. Simulation results for the Population I

Esti- Average Esti- Average Approxi-

mator esti- mated estimate mate M̂SE CV
mate bias of variance variance

×1011
×1011

×1011

t̂yst 30816540.3 -13243.3 19.482 19.3805 19.382 0.0452

t̂Rst 31492033.1 688736.1 10.771 11.3235 15.515 0.0338

t̂RPst 30802062.5 -1234.5 15.908 11.5718 15.908 0.0349

t̂∗RPst 30829099.6 25802.5 15.634 10.6642 15.637 0.0335

Table 2. Simulation results for the Population II

Esti- Average Esti- Average Approxi-

mator esti- mated estimate mate M̂SE CV
mate bias of variance variance

×1011
×1011

×1011

t̂yst 24248625.6 19933.4 15.704 15.958 15.961 0.0521

t̂Rst 24208723.7 -59835.3 11.668 11.683 11.704 0.0446

t̂RPst 24208723.7 -59835.3 6.3473 5.6632 6.3831 0.0311

t̂∗RPst 24234630.1 -33928.9 5.7149 6.1563 5.7264 0.0324

Tables 1 and 2 show that for stratified simple random sampling design dual ratio-cum-product estimator

can be more efficient than other estimators considered. For Population II (Table 2), dual ratio-cum-

product estimator has a little bit bigger coefficient of variation then ratio-cum-product estimator.
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